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Abstract

This paper proposes a new task which emphasizes the
importance of past-designs in 3D mesh synthesis. Instead
of synthesizing novel meshes from scratch, we introduce a
physics-aware 3D mesh synthesis algorithm, which consists
of two modules: a 3D mesh synthesis module where we use
a VAEGAN to encode 3D meshes into a latent variable and
use the decoder to generate 3D meshes from the encoded
representations; a scientific decision making module using
reinforcement learning which alters the latent representa-
tion supervised by a provided physical constraint. The re-
sults show that our approach can modify a given mesh so
that it satisfies external physical property constraints while
maintaining high appearance similarity. More importantly,
our method outperforms all baseline methods by a large
margin.

1. Introduction
3D shape synthesis is a long-standing and challenging

problem in computer vision and computer graphics. In re-
cent years, along with the exponentially growing industrial
needs that range from virtual reality [52] to 3D printing, the
capability for automated 3D prototyping becomes a critical
technique that can potentially promote the development of
several industries.

Recent researchers tackle to solve these problems
through deep learning [28], since it has shown great suc-
cess in image classification [25, 19], detection [20, 64]
and segmentation [18]. With the introduction of large 3D
datasets like ShapeNet [5, 62], many generative models
can synthesize 3D objects that are both highly varied and
realistic in voxels [59, 45], point cloud [12, 29, 33] and
meshes [17, 31, 46, 53].

However, most existing methods focus on synthesising
3D shape from scratch (i.e., propagate noise vectors through
generative models). In a more realistic setting, many pro-
totypes can be easily synthesised through modifying past
designs to meet new constraints since they may encapsulate
useful design information and are time-tested.

Figure 1. Corresponding results obtained by our learning model on
automobile mesh data. All of the mesh models on the left side are
the original data from the dataset, the mesh models on the right
are generated by our learning algorithm which, assessed by Open-
FOAM, have a smaller drag coefficient.

To emphasize this commonly used strategy in industry
(synthesis through modification), we propose a new prob-
lem: meeting the external constraints with minimal modifi-
cation of given shape priors. Specifically, the external con-
straints in this paper are physics properties, since these are
commonly considered external constraints.

Previous researches show that deep learning enables end-
to-end inference of object physical properties [4]. However,
these methods can only understand simple physical proper-
ties such as velocity [58], stability [10], deformation [55]
and are heavily constrained by specific domain. In con-
trast, computer-aided engineering tools based on Finite Ele-
ment Method (FEMs) [43] and Computation Fluid Dynam-
ics (CFDs) [21, 13] are designed to solve very complicated
physics properties, which are highly accurate and are more
adaptable to different domains. Using computational analy-
sis software available (e.g., OpenFOAM, ANSYS, etc.) we
can analyze the physical properties (e.g., drag coefficient,
thermal conductivity, strain-stress relationship, etc.) given
the shapes of the object and some predefined properties
(i.e., material, temperature, force application etc). However,
these methods are always not differentiable. To this end, we
propose an automatic physics-aware 3D mesh modification



method that utilizes both the accuracy of CAD tools and the
efficiency of deep learning.

We start with finding a good encoder and decoder given
the fact that meshes are very high-dimension data and mod-
ifying vertex by vertex is not feasible. We adopted a vari-
ational autoencoder with a generative adversarial network
(known as VAEGAN [27]) to encode meshes into embed-
ding vectors and decode embedding vectors into high real-
istic meshes. We then modify the embedding vectors using
trust region policy optimization (TRPO) [40] so that the de-
coded mesh can meet external constraints (i.e., drag coef-
ficient) while maintaining high appearance similarity. The
agent is supervised by high accuracy CAD tools. During in-
ference, we can simply do forward propagation without any
online tuning to achieve a very fast speed.

Our approach offers two unique advantages. First, by
modifying meshes at feature level, we can largely alleviate
the computational burdens and utilize more semantic infor-
mation. For example, the embedding vector may encode
some structures of some designs that have certain natures,
which can be used to modify the mesh in a more realistic
way. Second, by introducing reinforcement learning, our
model can be trained end-to-end with CAD tools, which are
always not differentiable. Thus, our method can achieve a
good speed accuracy balance.

In summarize, this paper makes three contribution: we
propose a new task that stress the synthesis by modification
strategy; we propose an efficient physics-aware 3d mesh
modification method; we demonstrate its effectiveness on
ShapeNet [47] and our method outperforms baseline meth-
ods by a large margin.

2. Related work
Data-Driven 3D Shape Synthesis Before the deep learn-
ing era, some prior works on data driven 3D shape syn-
thesis have proposed composing new objects from libraries
of parts [14, 50]. These methods typically generate re-
alistic shapes, but have a limited model expressiveness.
More recent deep network approaches [6, 15] can gener-
ate higher variability of shape by learning deep generative
3D shape models on large datasets of synthetic CAD data
(ex. ShapeNet [62]), but generally do not optimize for struc-
tural realism of generated shapes explicitly. Some other
works continuously interpolating between shapes, such that
the intermediate shapes maintain their semantic class [63].
The most commonly used structures are Variational au-
toencoders (VAE) [24] and generative adversarial networks
(GAN) [16]. The former focuses on reconstructing over-
all shapes, while the latter focuses on generating synthetic
shapes that can not be distinguished from real ones by
a classifier. Both methods focus on appearance proper-
ties. In a more realistic setting, 3D shape synthesis should
emphasize on both intuitive creativity and calculated sci-

entific decision-making. The former stress the appear-
ance properties (e.g. shapes, textures, etc) while the lat-
ter stress the physics properties (e.g. materials, stability,
etc). Our focus is injecting new capabilities to these mod-
els of reasoning about physics properties. In this paper,
we synthesis 3D shapes using meshes, since the points of
each patch are stored within the same vicinity unlike point
clouds [37, 38, 2] and are naturally adapted to CAD/CAE
tools. Additionally meshes preserve the advantage of stor-
age efficiency unlike 3D voxel [60, 32, 39, 54, 62].

Physics Reasoning Physical reasoning has raised a lot
of interest in recent years [34, 36, 65, 11]. There are
also works tackle to analyze more complex physics us-
ing machine learning, like fluid simulation. Tompson et
al. [44] accelerates the pressure projection in Euler fluid
simulations using a neural network. Chu et al. [7] use a
Siamese network to learn a distance metric between fine
and coarse simulation to synthesize the details of smoke.
Instead of solving the underlying Navier-Stokes equations,
Physicsforests [26] predict of the behavior of fluid parti-
cles based on a model trained on a large set of simula-
tions. DPI-Net [30] proposes to learn a particle-based sim-
ulator for complex control tasks in robotics, like manipu-
lating fluids and deformable foam. Umetani [48] directly
generates a time-averaged velocity field and pressure field
from given object. Although we focus on fluid simula-
tion, there are many other approaches attempt to reason
about physics in structural analysis [56], materials failure
and damage [1, 61], material constitutive properties [41]
and mechanics enhancement [22]. Unlike previous works,
our method focuses more on shape manipulation instead of
predicting physics properties. In this sense, the most related
work is Pteromys [49], which propose a human-in-the-loop
interactive design method to optimize the flight trajectories
of model airplanes.

Computer-Aided Design CAD is widely used in many
engineering fields. Computational methods aid in under-
standing the mapping between shape and function. Der-
ing et al. [9] proposed a method that predicts the functional
quantities of digital design concepts. Oh et al. [35] com-
bined generative methods with topology optimization in au-
tomobile wheel design. Specifically in CFD, one common
software in use is Open source Field Operation And Manip-
ulation (OpenFOAM) [21], which can be used to calculate
the drag coefficient Cd of a mesh model.

3. Methods
In this section, we introduce our physics-aware 3D mesh

synthesis method (Figure 2). It consists of two modules: 3D
mesh synthesis module and scientific decision making mod-



ule. 3D mesh synthesis module adopts graph VAEGAN,
which intends to find a good shape embedding and shape
decoder. Scientific decision making module takes the shape
embedding as input and output an action to manipulate the
embedding so that the decoded mesh can meet external con-
straints while maintaining high appearance similarity. Dur-
ing inference, we can simply do forward propagation with-
out any online tuning to achieve a very fast speed. We’ll
discuss each component in detail.

3.1. 3D Mesh Synthesis Module

Meshes are naturally adapted to CAD/CAE tools, and
are thus suitable for physics reasoning. However, it is not
feasible to directly manipulating meshes since they usually
contains thousands of vertices. We thus propose 3D mesh
synthesis module to encode meshes into embedding vectors
and decode these vectors to get high fidelity meshes. We
adopted VAEGAN with graph convolutional layers. The
whole system contains an encoder (Enc), decoder (Dec)
and discriminator (Dis). We first encode a mesh x into a
latent representation z and decode the latent representation
back to data space, respectively:

z ∼ Enc(x) = q(z|x), x̃ ∼ Dec(z) = p(x|z) (1)

The VAE regularizes the encoder by imposing a prior over
the latent distribution p(z). In our case, z ∼ N(0, I). The
objectiveness of VAE is to minimize the reconstruction loss
(Lrecon) and a prior regularization term (LKL):

Lrecon = ‖x̃− x‖2 (2)

LKL = DKL(q(z|x)‖p(z)) (3)

, where DKL represents the Kullback-Leibler divergence.
For more details, please refer to [27].

A discriminator is used to ensure generated shape realis-
tic. We use binary cross entrophy as the classification loss,
and present the adversarial loss function as:

LGAN = logDis(x) + log((1−Dis(x̃)) (4)

Formally, our overall loss function can be writen as:

L = Lrecon + α1LKL + α2LGAN (5)

where α1 and α2 are weighting factors of KL divergence
loss and adversarial loss.

The internal details of the encoder (Enc), decoder (Dec)
and discriminator (Dis) are largely influenced by the choice
of the 3D shape representation. To preserve the connection
information in the mesh data, our method is primarily com-
posed of the dynamic filtering graph convolutional layers
proposed in FeaStNet [51]. The input to the layer is a fea-
ture vector field on the mesh vertices, where each vertex i

is attached a feature f ini . The output is also a vector field
fouti , possibly of a different dimension, computed as:

fouti = b+

M∑
m=1

1

|Ni|
∑
j∈Ni

qm(f ini , f
in
j )Wmf

in
j (6)

, where Ni denoting a patch that contains the vertex i,
qm(f ini , f

in
j ) ∝ exp (uTm(f ini , f

in
j ) + cm) are the positive

edge weights in that patch and normalized to sum to one
over m. Wm, um, cm and b are trainable weights, while
the number of weight matrices M is a tunable hyperparam-
eter [51]. Please refer to Figure 2 and [51] for more details.

3.2. Scientific Decision Making Module

Scientific decision making module takes the shape em-
bedding as input and output an action to manipulate the em-
bedding so that the decoded mesh meets the external con-
straints with minimal changes. In our case, we focuses on
drag coefficients for automobile models. The drag coeffi-
cient is a scalar representing the drag or resistance of an
object in a fluid environment, which is an important design
variable for automobiles. Intuitively, the smaller the drag
coefficient the more streamline the object is. The drag co-
efficient is defined as

Cd =
2Fd
ρu2A

(7)

where Fd is the drag force (in the direction of flow veloc-
ity), ρ is the mass density of the fluid, u is the flow speed of
the object relative to the fluid and A is the reference area.
We use OpenFOAM (Fop) — an open source CFD software
to obtain the drag coefficient (Cd) from given mesh (x):
Cd = Fop(x). After assessing the drag coefficient of the
3D generated mesh, we introduce a one step reinforcement
on mesh embedding space to reduce the difference in drag
coefficient between the target and the generated model.

Formally, we denote the policy of scientific decision
making agent as π, the state of agent as s, and the action
of agent as a ∼ π(s). The state includes both mesh embed-
ding z ∼ Enc(x) and target drag coefficient Ctd:

s = [z, Ctd] (8)

Specifically, we concatenate z with Ctd in the vector space.
The policy is trained to minimize the difference between

Cd of synthesized mesh and Ctd as well as the difference
between modified mesh and original mesh:

π = arg min
a∼π(s)

‖Fop(Dec(a+z))−Ctd‖2+λ‖Dec(a+z)−x‖2
(9)

, where λ is a weighting factor to balance the aforemen-
tioned two differences.
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Figure 2. At the top we have our 3D mesh synthesis module which intends to encode and decode a high-dimensional mesh, in the middle
we presents our scientific decision making module which modifies mesh embedding z to satisfy the external constraints with minimal
modification of given shape priors. In the bottom we show the inference of our method.

Please note the action a has the same dimension as the
mesh embedding z, and thus can be added to z to generate
a new embedding. During training, the reward is set to the
negative of the objectiveness, which is:

r = −(‖Fop(Dec(a+ z))−Ctd‖2 + λ‖Dec(a+ z)− x‖2)
(10)

We use trust region policy optimization (TRPO) to optimize
our policy π(a|s).

3.3. Inference

During inference, we adopt the encoder Enc, decoder
Dec from mesh synthesis module and the policy π from
scientific decision making module. Given original mesh x
and target drag coefficient Ctd, the physics-aware mesh x′

can be synthesized using:

x′ = Dec(π([Env(x), Ctd]) + Enc(x)) (11)

Without any online tuning, our proposed method con-
tains only forward propagation and thus achieves a very fast
inference speed.

Figure 3. Random automobile shapes generated by the 3D mesh
synthesis module. We explicitly relaxed the Gaussian prior on the
latent variables during training to obtain a variety of automobile
shapes. With the usage of GAN we can ensure that the generated
automobile models are realistic even with this relaxation.

3.4. Technical Details

Dataset We use automobile shape data as proposed in
[47] for training and validation, which consists of 1241
different automobile meshes spanning all automobile cat-
egories. We manually modify the shape to remove the side



mirrors, spoilers and tires. We divided the data into a train-
ing set which has 868 samples and a validation set which
has 373 samples.

Mesh Synthesis Network The encoder Enc includes a
linear layer (16), graph convolutional layers (32, 64, 96 and
128), and a mean pooling layer. The number denotes the
channel number of each layer. Each graph convolutional
layer is followed by a batch norm layer, a ReLU layer with
the exception of the last one, which is not followed by a
batch norm layer. The decoder and discriminator shares a
common architecture by inversing the encoder. The last lin-
ear layer of the decoder has 3 channels indicate the coordi-
nates of each point while the last linear layer of the discrim-
inator has only two channels indicate the binary classifica-
tion.

Decision Making Network To estimate the drag coeffi-
cient, we first simulated 10 seconds of air flow, due to the
instabilization issue with the initial air flows we take the
results for the last 4 seconds and used the mean. We sim-
ulate the fluid flow using OpenFoam Navier-Stokes solver
with the k − ε turbulence model [57] and SUPG stabiliza-
tion [42]. The simulation runs on tetrahedral mesh that con-
forms to the boundary. We made the mesh around the sur-
face and the rear of the car to be finer in order to resolve the
boundary layer and separated vortices resulting from non-
slip boundary condition. To obtain a more realistic result
we set the car to drive in an air speed of 72 km/h, which has
Re = 5× 106.

The input layer of TRPO has 256 channels which is the
same as state dimension. We duplicate the target drag co-
efficient 128 times before concatenating with the mesh em-
bedding (128-dim), which forms a 256-dim state vector. We
want the decision making agent to focus more on the target
drag coefficient.

Training We trained our mesh synthesis network and de-
cision making network separately. For mesh synthesis,
we trained the model directly on the 3 × N input meshes
obtained from the automobile shape dataset as described
above. The data is augmented by adding normally dis-
tributed noise to the vertices positions as well as a global
translation and scaling planar. In each iteration of the train-
ing, we first get a sample z from the latent distribution.
Then we update the encoder Enc, the decoder Dec, and
the discriminator Dis sequentially. We use the ADAM op-
timizer [23] with the learning rate of Enc set to 10−4, Dec
set to 10−4 and Dis to 0.5−4. We train the synthesis mod-
ule for 5× 105 iterations with a batch size of 8.

For the decision making network we used TRPO. We
first sampled 16 latent variables from the variational dis-
tribution generated by the encoder, and then treated them

as the whole dataset. For each of these small datasets, we
trained the network for 100 epochs with a learning rate of
10−3.

4. Experiments

In this section, we demonstrate results for both 3D mesh
synthesis and scientific decision making. We trained our al-
gorithm on the automobile shape data. The Physics-Aware
VAEGAN is trained on data from [47], which consists of
1241 different automobile meshes spanning all automobile
categories with the exception of cargo trucks. We per-
formed a thorough comparison for the 3D mesh synthesis
quality of our method with a variety of benchmarks, and we
evaluated the performance based on root mean squared er-
ror (RMSE), estimated physics parameters, and volumetric
error.

4.1. 3D Mesh Synthesis Results

Using VAEGAN combined with graph convolutional
layers, we can generate models with high variance, as
shown in Figure 3. We can observe that our algorithm
preserves both high-frequency information (i.e., the bump
on the hood) and low-frequency information (i.e., car ra-
tio) in the mesh data. Our algorithm also generalizes this
high-quality 3D mesh synthesize to a variety of automobile
shapes.

In terms of reconstruction, our method achieves very low
reconstruction losses. We compare our method with VAE
(FC), which concatenates all vertices together as a large
vector and VAE (Graph Conv), which doesn’t use discrim-
inator. The quantitative results are presented in Table 1,
where RMSE represents the average displacement for each
of the vertices, and the volumetric error represents the dif-
ference in volume size. As we can observe, our approach
produces the best outcome in both RMSE and volumetric
error.

Figure 4 shows synthesized meshes as the result of lin-
ear interpolation in the latent space. The source (left-most
shape) and target (right-most shape) 3D shapes are passed
through the encoder to obtain the corresponding latent rep-
resentation, then we did a linear interpolation between the
source and target latent representation, finally we passed
these latent variables through the decoder to produce a
highly non-linear interpolation in the 3D shape space R3.
Many encoding methods would produce latent variables
that do not correspond to any meaning full data in the pres-
ence of small variations. However, we demonstrate our ap-
proach can produce meaningful latent representations even
when interpolation between two latent variables (Figure 4).
By using VAEGAN we can more efficiently utilize the la-
tent variables.



Figure 4. Latent space interpolation. Interpolation between two automobile mesh models (left- and right-most mesh models) obtained
using a linear interpolation in the latent space.

Cd = 0.393 Cd = 0.389 Cd = 0.413 Cd = 0.352

Cd = 0.315 Cd = 0.310 Cd = 0.276 Cd = 0.256

Cd = 0.429 Cd = 0.422 Cd = 0.378 Cd = 0.410
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Figure 5. This figure compares the drag coefficient of the synthesized 3D shape between using VAE, Conditional GAN (CGAN), Ours and
the original mesh data. For the three rows, the target drag coefficients are set to 0.35, 0.25 and 0.40, respectively. The goal for CGAN and
Ours is to reach the target drag coefficient by exploring latent space. Note that the generation for VAEGAN and the original data does not
take in the drag coefficient as a constrain.

Table 1. 3D Synthesis Error

Method RMSE(m) Volumetric err. [%]

VAE (FC) 11.1× 10−2 9.35
VAE (Graph Conv) 3.6× 10−2 4.03
Ours 3.3× 10−2 3.39

4.2. Scientific Decision Making Results

We compare our proposed scientific decision-making
module with the baseline conditional GAN method

(CGAN) [8]. Our module is trained and tested in the way,
as mentioned in Section 3. For CGAN, during training, we
randomly choose a mesh whose drag coefficient is within
a threshold of the target drag coefficient as positive label.
The discriminative model is trained to distinguish the syn-
thesis mesh from positive mesh. We randomly sample from
[Cd(original)−1.0, Cd(original)+1.0] as target drag co-
efficient of corresponding mesh.

Evaluation of our success consists of two parts. One is
the ability to satisfy the physical constraint in the form of
drag coefficient, the other is the intuitively correct design



Table 2. Scientific Decision Making Error

Method Cd Error RMSE(m)

Conditional GAN [8] 2.21× 10−1 4.46× 10−1

Ours 1.46× 10−1 1.87× 10−1

Figure 6. This figure shows the error distribution where the x-axis
represents the difference between the target and original 3D shape
drag coefficient and the y-axis represents the difference between
the drag coefficient for the synthesized mesh and target drag coef-
ficient.

based on appearance. Our final goal is to use the latent vari-
able representation of the original automobile mesh model
to generate an automobile mesh model that is both close to
the original model while also satisfying the physical con-
straints.

During inference instead of sampling, we take the mean
of the output action probability density function. By adding
the action to the latent variable, we obtain a new mesh em-
bedding, which is later passed through the decoder for syn-
thesizing the target mesh. We calculate the drag coefficient
of the target mesh using the same setup as mentioned in Sec-
tion 3. We report the absolute error between the drag coef-
ficient of the target mesh and target drag coefficient, which
is shown in Figure 6. We observe that when the target drag
coefficient is farther away from the original drag coefficient,
the error is also larger. This means our model can modify
the shape more accurately when the δCd is small, which is
very easy to understand. We also observe consistent im-
provement above the baseline method under all cases.

Table 2 depicts when compared with CGAN, our drag
coefficient reconstruction error is 50% less, this shows that
our policy network can more accurately find the direction of
change in the latent space to satisfy the constraints in fluid
dynamics. On the other hand, we also report the RMSE dis-
tance between target mesh and original mesh, which further
prove that our method can achieve a higher Cd accuracy
with relatively less modification. Additionally, compared to
CGAN our approach produces more realistic 3D shapes.

Figure 5 shows when we keep the type of automobile in
the same category using our approach, CGAN will attempt
to generate a 3D shape that belongs to a different automo-
bile type for lowering the drag coefficient. We can clearly
see in the bottom row when we are optimizing for pickup
trucks the result of CGAN is an SUV. A limited amount of
data for pickup trucks in the dataset is the main reason that
causes difficulties for CGAN to capture edge cases. How-
ever, our model learns general knowledge about modifying
shapes to fit target drag coefficients and thus alleviate the
problem of overfitting to training dataset and can better gen-
eralize to novel shapes.

As we can see from Figure 7, our approach has the abil-
ity to change the drag coefficient based on the provided tar-
get drag coefficient. The scientific decision making module
learns to both manipulate local and global features of the
3D shape in altering its fluid dynamic properties. When
the target coefficient makes our scientific decision making
module to increase the drag coefficient, we noticed a widen-
ing in the car front, a steepening in the front surface and also
increasing the angle of elevation for the tail. When the goal
is to decrease the drag coefficient, the synthesized 3D shape
tends to be more streamlined, decreasing the surface of the
front face and lower the angle of elevation for the tail. All
of these changes align with common physical intuition.

5. What does the scientific decision making
module learn?

It is interesting to understand why the scientific deci-
sion making module can change the embedding vector to
fit target physical parameters. In this section, we provide a
more detailed analysis on what "physical law" this module
learns through analysis of the pressure field before and after
physics parameters fitting using Paraview [3].

In Figure 8, it shows the relative pressure of the pressure
field of two meshes. We set the target drag coefficient to
0.35, and the original 3D shape (the top one) has a drag co-
efficient of 0.418. The synthesized mesh has a drag coeffi-
cient of 0.348, which is closer to the target drag coefficient.
By analyzing the pressure field of the original and the im-
proved meshes, we could see the policy network has learned
to affect the pressure field and reach the target drag coeffi-
cient through controlling the shape of the mesh. By making
the back of the car more tilted, the recirculation zone of
the improved mesh is smaller than the original one which
helps in reducing the horizontal force applied on the vehi-
cle. Also, by smoothing the outline of the mesh, we could
see the pressure field of the improved 3D shape becomes
smoother. The boundary layer of the shape is also becom-
ing thinner to reduce the force on the mesh. Reducing the
front area of the hood makes the pressure distributed more
evenly on the front area, thus helps with decreasing the to-
tal horizontal force on the mesh. In figure 9, the angles of
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Figure 7. Our model has the ability to reach the target drag coef-
ficient according to the given drag coefficient. For the right-most
column, we have the target drag coefficient on the top and the drag
coefficient of the actual drag coefficient of the synthesized model
in the bottom. Also, the front of the car became more streamlined
to achieve smaller drag coefficient. While to have a larger drag
coefficient, the synthesized mesh developed thicker front. These
alternations align with our physical intuition.

attack for the front and back of the original mesh are al-
tered to make the pressure difference of the mesh smaller.
In conclusion, our policy network has obtained the sense of
pressure field around the synthesized mesh and utilized it to
change the shape in reaching the target drag coefficient.

6. Conclusion

This paper proposes a new task which emphasizes the
importance of past-designs in 3D mesh synthesis. We also
introduce a novel method that tackles to solve this prob-

Figure 8. Pressure field before(top) and after(bottom) physics pa-
rameters fitting. Drag coefficient of the car on the top is 0.418, on
the bottom is 0.348.

Figure 9. Pressure field before(top) and after(bottom) physics pa-
rameters fitting. Drag coefficient of the car on the top is 0.258, on
the bottom is 0.203.

lem. The algorithm consists of two modules: 3D mesh
synthesis module where we use a VAEGAN to encode 3D
meshes into a mesh embedding and use the decoder to syn-
thesize 3D meshes from the encoded representations; sci-
entific decision making module using a policy gradient al-
gorithm which alters the mesh embedding to meet the ex-
ternal constraints with minimal modification of given shape
priors. Using a dataset of 3D automobile meshes, we val-
idate our approach on two criteria: the ability to synthe-
size 3D shapes with the physical property constrained; the
similarity of synthesized mesh with origin one in appear-
ance. Experimentally we show that our approach can satisfy
these two criteria. Additionally we show that our method
outperform baseline methods in both 3D shape reconstruc-
tion and physical constraints satisfaction. One limitation is
we only explored the drag coefficient for automobiles. But
please notice our approach can easily adapt to similar physi-
cal properties (e.g. stability) for meshes in other categories.
We leave to future work the task of extending to other prop-
erties on a variety of objects.
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